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Abstract

Deep neural networks are highly expressive and powerful learning models that
achieve close to human-level performance on many different tasks. However,
previous studies have shown that they learn relatively discontinuous functions
and are uninterpretable to a significant extent. Many studies have focused on
a better understanding of adversarial examples, specially designed inputs to a
model perceptually similar to a given input but with a different classification label.
Furthermore, algorithms that generate these adversarial examples rely on Lp-norms
as a measure for the perceptual similarity between the input and the adversary.
However, some recent studies have shown that Lp-norm is an unnecessary and
inadequate measure to indicate the perceptual distance between two images. In this
work, we propose a novel method of generating complex adversarial examples that
may have large Lp-norms but are perceptually more similar relative to the benign
input and establish state-of-the-art results in robustness.

1 Introduction

In previous research paradigms (Szegedy et al. [21], Hein and Andriushchenko [9], Goodfellow et al.
[8], Madry et al. [15], Papernot et al. [16], Tramèr et al. [22], Carlini and Wagner [2]), adversarial
attack and defense mechanisms have measured the degree to which an adversarial example is
indistinguishable from its benign original using Lp-norms. For instance, as proposed in Sharif et al.
[20], L0-norm measures the number of different pixels, L2-norm measures the euclidean distance,
and Linf -norm measures the largest distance between corresponding pixels of the two images.
However, it has been implicitly assumed that Lp-norm difference is indicative of the perceptual or
visual similarity of humans. Notwithstanding, it has been shown that images can be perceptually
similar even with a higher Lp-norm difference and experimental approaches to show that Lp distance
may be inappropriate for generating adversarial examples (Sharif et al. [20], Jacobsen et al. [11]).

Formally, we will devise an estimate of the perceptual distance D between two images. One can
trivially show that Lp-norms don’t generate perfect estimates by applying standard pre-processing
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transformations like cropping, rotation, etc. that cause the benign image to remain perceptually
similar to the transformed image but have a rather high Lp distance. It’s not trivial to check whether
two images are perceptually similar without human supervision. A potential way around this hurdle
is learning a discriminator network that outputs a perceptual similarity score for two input images.
The discriminator network training uses data augmentation techniques like rotation, recolorization,
cropping, flipping, etc. Further, we can train a generator network to fool the discriminator proposed
in Goodfellow et al. [6], and generate adversarial examples. However, a drawback of this naive
approach is that these transformations may not cover the entire space of perturbations necessary for
achieving robustness, and the generator can potentially learn an identity mapping. A novel idea of
generating adversarial examples, AdvGANs, has been proposed in Xiao et al. [26] to accommodate
these problems. The loss function consists of three different loss objectives 1) to penalize higher
norm of the noise in the generated image, 2) the min-max loss of the GAN architecture, and 3) to
penalize if the same class label is generated for the output as the initial input when passed through
a trained classifier network. The adversary generated for an input x is x + G(x), where G is
the generator network and G(x) represents the adversarial noise. The loss function uses a hinge
objective on the norm of G(x) given by Lhinge = Ex [max(0, ∥G(x)∥2−c)]. We aim to design a
network that creates adversarial examples with a high value of ∥G(x)∥2. Moreover, we modify the
network architecture to accommodate for variations in output adversary by passing an additional
input sampled from a normal distribution. Further, we use the Wasserstein distance as a critic to
generate perceptually similar adversaries. By using these techniques, we can generate multiple
adversaries with a possibly higher Lp norm distance from the single input image that our classifier
can use to learn a robust parameter space.

We plan to evaluate our attack mechanism by comparing the accuracy scores of the generated
adversarial examples using PGD, AdvGANS and our WAGAN model. Furthermore, we calculate the
improved accuracy of the model trained on data augmented using the different attack mechanisms
and show it to be more accurate and robust. We use the MNIST (Deng [5]) data set while performing
all of our experiments and plan to develop models using Pytorch (Paszke et al. [18]). We compare
our attack mechanisms to other attack mechanisms that find adversarial examples having smaller
Lp distance by comparing the model accuracy when trained on data augmented by various attack
mechanisms. Also, we will show that model trained using data augmented from our attack mechanism
to be more generalizable than other models over randomly generated adversarial examples using
different attack mechanisms.

2 Related Work

Adversarial Examples Recently, substantial effort has gone towards generating adversarial examples
for a target model, which are specially crafted inputs that are perceptually similar to original inputs
from real datasets but are classified incorrectly. There has been a number of papers studying threat
model based on Lp distance to identify perceptually similar inputs, ranging from improved attacks,
heuristic and certified defenses, and verifiers. Some popular mechanisms to generate adversarial
examples include the Fast gradient sign method (FGSM) by Goodfellow et al. [7], which applies a
first-order approximation of the loss function to construct adversarial samples. Optimization-based
methods (Opt) have also been proposed to optimize adversarial perturbation for targeted attacks while
satisfying certain constraints by Carlini and Wagner [2] and Liu et al. [12]. Also, many commonly
used methods for generating adversarial examples use a form of projected gradient descent over
the region of allowable perturbations, originally referred to as the Basic Iterative Method proposed
by Madry et al. [14]. Parallelly, new defense mechanisms have also developed like distillation by
Papernot et al. [17] and one of the most practically successful one by Madry et al. [13] which uses
the adversarial examples in adversarial training.

Neural Networks to generate adversarial examples Also, neural networks have been applied to
generate adversarial perturbation; some examples include Baluja and Fischer [1] which combines the
re-ranking loss and an L2 norm loss, encouraging the generated adversarial instance to be close to
the original one in terms of L2 distance. Although the most interesting is the one using Generative
adversarial networks(GAN) (Goodfellow et al. [6]) known as AdvGAN [Xiao et al. [26]], where
they model a generator that crafts those adversarial examples and a discriminator that encourages
the generator to make perceptually similar inputs and additional loss functions are present which
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encourages the generator to have low magnitude perturbations that fools the target model. This was
the state-of-the-art attack mechanism achieving 88.93% accuracy in the semi-Whitebox setting and
92.7% in the black-box setting on MNIST challenge (Madry et al. [13]) and won the top position.

Wasserstein distance threat model To measure perceptual similarity between two images, most
prior work has used the Lp distance metric in attacks that craft adversarial examples, usually using
L0, L2 or Linf to minimize the change in the original image. But recent work by Sharif et al. [20]
suggests that the nearness according to Lp-norm is unnecessary as well as insufficient for perceptual
similarity. This motivated us to look into other distance metrics like the Wasserstein distance, which is
a better way to represent the perceptual distance between two images. Wasserstein distances measure
the cost of moving pixel mass, which naturally cover “standard” image manipulations such as scaling,
rotation, translation, and distortion. Wong et al. [25] were the first to introduce a new Wasserstein
distance-based threat model for adversarial attacks. Our goal through this paper is to extend the
previous state-of-the-art Adversarial GAN attack framework over the Wasserstein distance threat
model, which proves to be a better adversary, and fine-tuning the target model on it results in more
robust models.

3 Preliminaries

3.1 PGD based attack

The most prevalent method for constructing adversarial instances is using a variation of projected
gradient descent (Madry et al. [14]). Let X be the set of instances, and Y be the set of labels. The
projection of an instance x ∈ X onto a set S ⊆ X is defined as

proj
S

(x) = argmin
p∈S

∥x− p∥22

representing a point inside the set S, closest to the given point x in the Euclidean space. Let B(x, δ)
denote a ball of radius δ centered around the point x in the instance space X , reflecting the adversary’s
threat model, defined by

B(x, δ) = {p ∈ X : ∥x− p∥22 ≤ δ}

The projection of an instance x ∈ X onto the ball B(x, δ) can be expressed as

proj
B(x,δ)

(x) = argmin
p∈B(x,δ)

∥x− p∥22

Iterative Projected Gradient Descent: Given an input example (x, y) ∈ X × Y , let x(t)
adv be the

generated adversarial example at time step t. Further, let α be the step size, fθ be the target model,
and L be the loss function. Then, the projected gradient descent algorithm consists of the following
iteration at time step t+ 1,

x
(t+1)
adv = proj

B(x,δ)

[
x
(t)
adv + argmax

∥w∥<α

wT

(
∂

∂x
(t)
adv

L
(
fθ

(
x
(t)
adv

)
, y
))]

(1)

where x
(0)
adv is initialized randomly such that x(0)

adv ∈ B(x, δ). The gradient step in the equation forces
the adversary to move in the direction of steepest ascent of the loss L of the target model while still
staying in the ball of radius δ around the input x at every iteration.

3.2 Wasserstein based attack

The Wasserstein distance (Villani [23]) is defined as the optimal cost of the standard transport
problem in the fractional space that can be interpreted in the context of distributions as the most
inexpensive way to change one distribution into another by shifting the probability mass using a
linear transformation. When applied to images, it can be thought of as the cost of moving pixel mass
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from one pixel to another pixel such that the shifting cost per unit mass increases with the distance
between the source and the destination pixels.

Formally, let x, y ∈ Rn
+ be two non-negative vectors such that ∥x∥1= ∥y∥1= 1. This condition on

the norm of the vectors is not strict in the theoretical sense. It is used for stability purposes and
maintains a distance scale for comparison. Let d(i, j) be some given distance function between
the elements xi and yj . Further, let C ∈ Rn×n

+ be a given non-negative cost matrix such that Cij

represents the cost of moving a unit mass from xi to yj . In a typical scenario, Ci′j′ > Cij if and
only if d(i′, j′) > d(i, j) (e.g. Cij = d(i, j)). Then, the Wasserstein distance dW between x and y is
defined as

dW(x, y) = min
Π∈Rn×n

+

n∑
i=1

n∑
j=1

ΠijCij

subject to ∀i ∈ [n],

n∑
j=1

Πij = xi and ∀j ∈ [n],

n∑
i=1

Πij = yj

(2)

The minimization is carried over the transport policy plan Π, where Πij denotes the amount of mass
that moves from xi to yj . Further, we can define the Wasserstein ball (Wong et al. [24]) with radius δ
as

BW(x, δ) = {x+∆ : dW(x, x+∆) ≤ δ}

Projected Gradient Descent (Equation 1) using the Wasserstein ball is not-trivial because calculating
the Wasserstein distance itself requires us to solve an optimization problem.

Note: In the conventional literature, the p-Wasserstein distance formulation uses the cost matrix C
such that for every i, j ∈ [n], we have

Cij =
(
(ix − jx)

2
+ (iy − jy)

2
)p/2

where (ix, iy) (respectively (jx, jy)) is the pixel coordinate in the original image corresponding to
the index i (respectively j) in the flattened vector of that image.

The following section describes an efficient tractable approach to estimate the Wasserstein distance.

3.3 Efficient Tractable Approximation of Wasserstein distance using Sinkhorn Iterations

Solving for the Wasserstein distance using the dual formulation makes it intractable in learning with
the adversarial GAN architecture that we use in this paper. Therefore, to employ an iterative approach
for calculating the Wasserstein distance, instead of just optimizing for the cost of moving the pixel
mass, we add an entropy term on the transport plan (Peyré and Cuturi [19]) and modify the problem
as follows

H(Π) = −
n∑

i=1

n∑
j=1

Πij (log (Πij)− 1)

dW(x, y) = min
Π∈Rn×n

+

 n∑
i=1

n∑
j=1

ΠijCij − ϵH(Π)


subject to ∀i ∈ [n],

n∑
j=1

Πij = xi and ∀j ∈ [n],

n∑
i=1

Πij = yj

(3)

Since the objective is an ϵ-strongly convex function (Peyré and Cuturi [19]), the above problem has
a unique optimal solution. The convergence of the solution of that regularized problem toward an
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optimal solution of the original linear program has been studied with precise asymptotics (Cominetti
and San Martin [3]). We state without proof that the unique solution for the entropy regularized
formulation (3) of the original problem converges to the optimal solution with maximal entropy
within the set of all optimal solutions of the actual problem (2).

Introducing two dual vectors α, β ∈ Rn, corresponding to each set of marginal constraints, the
Lagrangian L(α, β,Π) of the above optimization problem can be expressed as

C(Π) =

n∑
i=1

n∑
j=1

ΠijCij

H(Π) = −
n∑

i=1

n∑
j=1

Πij (log (Πij)− 1)

L(α, β,Π) = C(Π)− ϵH(Π)−
n∑

i=1

αi

 n∑
j=1

Πij − xi

− n∑
j=1

βj

( n∑
i=1

Πij − yj

)
(4)

Using the first order condition, at optimality, we have

∂L(α, β,Π)

∂Πij
= Cij + ϵ log Π∗

ij − α∗
i − β∗

j = 0

Therefore, we have

Π∗
ij = exp (α∗

i /ϵ) exp (−Cij/ϵ) exp
(
β∗
j /ϵ
)

(5)

Hence, the unique solution to the regularized formulation can be expressed, for every i, j ∈ [n], as

Π∗
ij = uiKijvj

subject to Kij = exp (−Cij/ϵ) and ui, vj ≥ 0

(6)

Further, the optimal transport plan Π∗ must satisfy the following non-linear equations, which corre-
spond to the mass conservation constraints,

n∑
j=1

Π∗
ij = ui

n∑
j=1

Kijvj = xi ,∀i ∈ [n]

n∑
i=1

Π∗
ij = vj

n∑
i=1

uiKij = yj ,∀j ∈ [n]

(7)

The set of equations (7) can be solved iteratively using the Sinkhorn’s algorithm (Cuturi [4]) with the
following set of update equations

u
(t+1)
i =

xi
n∑

j=1

Kijv
(t)
j

,∀i ∈ [n]

v
(t+1)
i =

yj
n∑

i=1

u
(t+1)
i Kij

,∀j ∈ [n]
(8)
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initialized with an arbitrary positive values v0j = 1, ∀j ∈ [n]. Further, the optimal transport plan Π∗

and the optimal cost i.e., the Wasserstein distance dW(x, y), can be calculated using the following set
of equations,

Π∗
ij = uT

i Kijv
T
j

dW(x, y) = min
Π∈Rn×n

+

n∑
i=1

n∑
j=1

Π∗
ijCij

(9)

It may be useful to note that a different initialization of vj might lead to a different solution for ui and
vj , since if ui, vj are solutions to the set of equations 7 then so are λui, vj/λ for any λ > 0. It turns
out, however, that these iterations converge and result in the same optimal policy (Wong et al. [24])
defined in 9. An efficient vectorized implementation of the above iterative algorithm is given below:

Efficient Approximation for Wasserstein Distance

Input: Feature vector X ∈ Rn×d
+ , Feature Vector Y ∈ Rn×d

+ , Cost Matrix C ∈ Rd×d

Algorithm parameters: Entropy factor ϵ ∈ (0,∞], number of iterations T

Define dual variables u, v ∈ Rn
+

Define kernel matrix K ∈ Rd×d
+

Initialize delta δ = 1e− 8

Initialize dual variable v = 1n×d

Initialize kernel matrix: K = exp(−C/ϵ)

foreach t: 1 to T do
u← x/

(
vKT + δ

)
v ← y/(Ku+ δ)

end foreach

Π∗ ← diag(u)Kdiag(v)
dW = Π∗ ⊙ C

return dW

4 WAGAN - Wasserstein Adversarial GAN

4.1 Problem Definition

Let D be a dataset comprising of m datapoints, (xi, yi) being the ith instance of the training set,
where xi ∈ X ⊆ Rn generated according to an unknown distribution xi ∼ Pdata and yi ∈ Y the
corresponding true class labels and f : X → Y as a classifier learned using the training set from
D. Given any instance (x, y) predicted correctly by the learned classifier f(x) = y, our goal is to
generate an adversarial example xA s.t. dW(x, xA) ≤ ϵ so that it is perceptually very similar but it’s
predicted label is not the same as the true label of the original, f(x) = y ̸= f(xA).

4.2 WAGAN Framework

Figure 1 illustrates the overall architecture of WAGAN Framework, which consists four major
components: a Generator G, a Discriminator D, a Wasserstein ApproximatorW and the target neural
network f . Given an instance x it passes through the generator G which generates a perturbation
G(x) which gives us the corresponding adversary xA = x + G(x). Then x and xA are sent to the
discriminator D whose role is to distinguish the generated data xA and the original instance x and
encourage the generator to create indistinguishable data.
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Figure 1: WAGAN Architecture

To fulfill the the goal of fooling the target model we pass xA to the target model f to calculate it’s
loss which represents the opposite of the distance between the predicted class and the ground truth
class. Also we want our adversary to be close to the original instance and so we pass x and xA to
the wasserstein approximatorW to calculate a loss which represents how close they are as per the
algorithm described above 9.

The final loss function used to train the generator G and the discriminator D can be broken down into
four components which encourages different aspects of our adversarial model.

Adversarial Loss:

Lgan = Ex logD(x) + Ex log(1−D(x+ G(x)))

The discriminator D aims to maximize this loss which in turn encourages it to give higher score to
original instances x and lower scores to perturbed data x+ G(x) = xA. Whereas the generator G
aims to minimize this loss which encourages it to generate perturbed data that is indistinguishable
from the original instance.

Untargeted Attack Loss:

Lf
adv = −Exℓf (x+ G(x), y)

This loss encourages the generator G to generated perturbed data x+ G(x) = xA that is classified as
the true label y with low probability and therefore fooling the model under attack f .

Hinge Loss:

Lhinge = Ex max (0, ∥G(x)∥2−c)

As previous work focused on the Lp-norm distance metric to calculate closeness of two inputs we
include the hinge loss for experimental purposes. Depending on whether it directly or inversely
affects the final objective it produces adversaries which have low or high perturbation. Our motivation
was to originally create adversaries which are perceptually very similar to the original instance(low
wasserstein distance) but are very far apart in terms of Lp distance which can be realized when the
final objective inversely depends on Lhinge.

Wasserstein Loss:

Lwas = Ex max(0, dW(x, x+ G(x))− c)

This loss function encourages the generator to generate adversaries which have lower wasserstein
distance from the original image it is approximated by algorithm 9 which makes the adversary
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perceptually similar to the original instance. Note that c here denotes a user-specified bound which
stabilizes GAN’s training as shown in Isola et al. [10].

Finally our full objective can be expressed as,

L = Lf
adv + αLgan + βLhinge + γLwas

where α, β and γ control the relative importance of each objective. The generator G and discriminator
D model are obtained by solving the minmax game argminD maxG L. Once G is trained on the
training data and target model, it can produce xA = x+ G(x) for any given instance x.

We trained three variations of this adversarial model, WAGAN, WAGAN β− and WAGAN β+ where
β = 0, β < 0, and β > 0 respectively and compared the robustness of model trained over adversarial
examples generated by each of these models in the following section.

5 Experimental Results

In this section, we generate adversarial examples from all the six different attack mechanisms
discussed above - baseline attack mechanism, Projected Gradient Descent (PGD) - a popular baseline
technique for generating adversaries, AdvGAN - the state-of-the-art model in the literature of
adversarial examples generation, WAGAN, WAGAN β− and WAGAN β+ and compare them. Table
1 summarizes the accuracy scores of the original target model against adversarial examples generated
by the six different settings and Table 2 summarizes the robustness of the target model additionally
trained on the six corresponding set of adversarial training examples. The experiments can be
replicated on a single GPU.

Implementation Details: All our experiments were performed on the popular MNIST (Deng [5])
dataset having 32 × 32 images of handwritten digits. It has 60,000 training images and 10,000 test
images. For the target model, we kept the batch size as 256 and trained it for 20 epochs with a
0.001 learning rate and for the next 30 epochs with a 0.0001 learning rate. For the PGD method, we
use 200 iterations of gradient ascent and a maximum difference of 0.003 between the input and the
projected adversarial image. For the AdvGAN model we kept the value of α = 10 and β = 1 (as
used in previous work) and for each of the variation of WAGAN model we kept the value of α = 10,
β = −1, 0,+1 for WAGAN β−, WAGAN and WAGAN β+, and γ = 1. For all the adversarial
models, AdvGAN, WAGAN β−, WAGAN and WAGAN β+, we kept the batch size as 128 and
trained for a total of 60 epochs with a learning rate of 0.001 for the first 50 epochs and 0.0001 for the
last 10.

Evaluating Goodness of Adversarial Examples: In this experiment, we use the PGD method, the
AdvGAN model and the WAGAN model with three different β settings for generating the adversarial
examples. The Generative models are trained on the MNIST train dataset. We report the train and test
accuracies of the target model trained using the original dataset on the different classes of adversaries.
The results of the experiments are summarized in Table 1. Adversaries generated by WAGAN β−
gave the worst accuracies on the target model, also note that the adversary generated by AdvGAN are
not as good for the unseen testing data, showing weak generalizability.

Dataset Train Test
Original 99.96 99.30
PGD. 19.87 20.35
AdvGAN 0.67 17.39
WAGAN 0.53 0.58
WAGAN β− 0.32 0.44
WAGAN β+ 0.69 0.64

Table 1: Train and Test Accuracies of the trained target model on different classes of adversaries

Evaluating Robustness of Adversarial fine-tuned Target Model: In this experiment, the target
model is fine-tuned with different classes of adversarial examples generated in the previous experiment.
We report the test accuracies of the fine-tuned target models on the original dataset and the different
classes of adversaries. The results of the experiments are summarized in Table 2. We have highlighted
the fine-tuned models proving to the most robust for a particular adversarial testing set, leaving aside
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the fine-tuned model trained on the adversarial training set coming from the same set of adversarial
examples. Each row in the table represents the model fine-tuned using the respective adversarial
training examples and each column represents the accuracies of each of those fine-tuned models on the
respective adversarial testing examples. Here the WAGAN β− fine-tuned model is emperically most
robust in comparison to the other models and the adverserial test examples generated by WAGAN are
the most difficult to predict correctly, very close to the adversaries generated by WAGAN β−.

Model/Dataset Base PGD AdvGAN WAGAN WAGAN β− WAGAN β+ Avg
Base 99.30 20.35 17.39 0.58 0.44 0.64 23.12
PGD 90.42 99.70 88.47 86.01 89.65 92.77 91.17
AdvGAN 91.67 93.87 99.02 88.59 91.33 96.50 93.50
WAGAN 95.22 94.69 92.22 98.24 95.23 94.77 95.06
WAGAN β− 96.62 98.35 96.95 96.72 98.27 97.32 97.37
WAGAN β+ 95.30 97.20 96.80 92.40 93.48 98.91 95.68
Avg 94.76 84.03 81.81 77.09 78.07 80.15

Table 2: Test accuracy of fine-tuned target model on different classes of adversaries

6 Conclusion

This paper proposed the Wasserstein Adversarial GAN (WAGAN) attacking framework to generate
adversarial examples using generative adversarial networks (GAN) based architecture coupled with
the recently introduced Wasserstein distance threat model. Once trained, the generator from the
WAGAN model can be used independently to generate adversarial examples for any given instance.
The generated adversarial examples are presumably perceptually similar to the original sample but
misclassified by the target model. Furthermore, we showed that adversarial examples generated by
WAGAN have a higher attack success rate than those generated by other competing methods, which
can be seen in Table 1. We observe that its attack success rate generalizes better to new unseen
instances from the testing set than a contemporary attacking framework, AdvGAN. Experiments
suggest that amongst the various paradigms of WAGAN, the β− attacking framework proves to be
the most challenging adversary geerator. This analysis makes the WAGAN attacking framework a
promising candidate for testing new defense mechanisms. In addition, through Table 2 we empirically
show that models robust against WAGAN β− adversarial examples are robust against other attacking
frameworks, which leads us to the hypothesis that a trivial defense mechanism of additionally training
the target model on adversarial training examples generated by WAGAN β− will defend well against
another attack mechanism. However, this claim needs more empirical evidence(by testing it against
other attack mechanisms) and theoretical reasoning, both in the Lp-norm and Wasserstein distance
paradigm, which can be worked upon in the future. Additionally, the WAGAN framework is easily
mutable to any other distance metric. One exciting application could include another neural model
that captures the perceptual similarity between the newly generated and the original instance. One
can also create a better and more efficient Wasserstein approximator, keeping in mind that its gradient
still needs to be tractable for the backpropagation step to work.
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